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Abstract
The aging population represents a growing demographic
trend globally, with many countries witnessing a rise in
the number of older adults. This shift has spurred the de-
velopment of accessible infrastructures and increased the
demand for healthcare services, particularly for those who
wish to receive care at home [6]. Among the innovative solu-
tions emerging to address this need, resident health agents
stand out as prominent machine-learning-driven applica-
tions designed for domestic settings. These agents enable
local collection and analysis of sensor data, facilitating per-
sonalized health monitoring. Despite their widespread adop-
tion in various smart health applications, including elderly
care [1, 5] and Alzheimer’s disease monitoring [2], tailoring
these agents to meet individual user profiles and specific
application requirements remains a significant challenge.

Traditional cloud offloading approaches that utilize abun-
dant cloud computing resources for model refinement re-
quire uploading raw data and models to external servers,
which unavoidably raises privacy concerns [4]. An alterna-
tive approach focuses on on-device fine-tuning, keeping both
the model and data locally, but this method is constrained
by the limited computational power of edge devices. Cloud-
based federated learning offers a privacy-preserving training
mechanism [3]; however, it still relies on the processing ca-
pabilities of the device itself, which can be a limiting factor.
To address these limitations, we leverage the observa-

tion that families typically possess multiple edge devices
at home with underutilized computing resources. By pool-
ing these devices, we can augment the available computing
resources for personalized agent model fine-tuning. For in-
stance, as illustrated in Fig. 1, a smart home might include
a smartphone, desktop computer, tablet, and smartwatch.
Upon deployment, we select an appropriate subset of devices
as training participants, considering the trade-off between
the computing resources they offer and the communication
overhead involved in data transmission. With the selected
devices, we devise a workload partitioning strategy to map
model layers to devices. To meet memory requirements, we
employ pipeline parallelism to coordinate the parallel train-
ing process across edge devices. During runtime, we initiate
the collaborative fine-tuning process to train a personalized
health agent until convergence.
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Figure 1: Overview of the proposed solution.

Preliminary evaluations in sentiment analysis and natural
language inference show that collaborative edge fine-tuning
enjoys the following performance benefits, as in Fig. 1. First,
by fine-tuning resident health agents toward dedicated users,
the model accuracy is upgraded at most 1.89, resulting in
personalized services of improved satisfaction. Second, by
leveraging more edge devices for resource augmentation,
the fine-tuning process obtains up to 3.2x speedups, making
agent personalization a much more agile procedure. Third,
collaborative edge fine-tuning prunes the reliance on cloud
servers, which avoids cloud-related privacy leakage from
the basis. In the future, we intend to refine the collaboration
scheduler design to maximize the edge resource utilization
for further speedup. Besides, we are also deploying the sys-
tem to our real-world healthcare testbed and will collect
more real-world measurements for system verification.
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